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Assuming that disturbances of each element of an operational 
definition are random, the principle of multiple operationalism 
is useful in estimating reliability. Rather than rely on a single in­
dicator, which could be affected by many extraneous influences, 
the careful researcher might use several parallel indicators. Error 
that is truly random will tend, across several operations, to can­
cel itself out. Asking the person the same question at three differ­
ent times, for example, or asking three fairly similar questions at 
one time, is likely to be more reliable than merely asking any one 
question once. 

The criterion of specificity (see Chapter 6) is partly in the ser­
vice of reliability. When a communication researcher relies on 
people's self-reports, for instance, there is usually less error in­
volved in recalling specific instances (e.g., "Did you talk with 
your child yesterday?") than in generalizing across many in­
stances (e.g., "How often do you talk with your child?"). The re­
sponse scale also can make a difference; the more response 
categories offered-at least up to a point-the less random error 
will creep into one's data. A dichotomous response scale creates 
more error than one that makes room for shades of difference­
to the extent that such shades exist. Osgood, Suci, and Tan­
nenbaum (1957) tried scales with varying numbers of response 
categories from 2 to more than 10. They found that reliability im­
proved up to, but not beyond, seven categories; this is why most 
of their "semantic differential" questionnaires offered exactly 
seven positions to indicate responses. 

To increase face reliability while measuring a finely graded at­
tribute, researchers sometimes break down the respondent's task 
into simple stages. For example, in assessing a person's party 
identification in political communication research, the first ques­
tion may be simply, "General speaking, do you usually think of 
yourself as a Republican, a Democrat, an independent, or what?" 
If the person answers "Republican" or "Democrat" there is one 
follow-up question: "Would you call yourself a strong Republi­
can, or a not very strong Republican?"; if not, a different follow­
up question is asked instead: "Do you think of yourself as closer 
to the Republican or to the Democratic party?" (Question word­
ing taken from Miller & Miller, 1977.) 

Other kinds of operational definitions can also be evaluated 
for reliability on their face. Some communication experiments, 
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for example, involve exposing subjects to different messages. 
Steps may be taken to maximize reliability of responses to these 
manipulations, such as repeating the message, or minimizing 
distractions during laboratory administration, or calling atten­
tion to the message. Manipulation checks, which go beyond face 
reliability of the manipulation, are also used to cull out errant 
subjects. That is, if the manipulation "didn't take," the case is as­
sumed to be irrelevant to the experimental test of its hypothe­
sized effect, and is discarded as if it represented random error in 
opera tionaliza ti on. 

Test-retest methods. An ambiguous but popular method of assess­
ing reliability of a measure is to remeasure the same people a 
second time and evaluate the correlations between the two sets 
of measures. Both true variance and random error, though, con­
tribute to lowering a two-wave test-retest correlation. Unless the 
concept is an absolutely stable trait within a given person across 
time, the reliability estimate is depressed not only by true un­
reliability (random error) but also by true instability of the vari­
able within the people under study. Thus a simple test-retest 
correlation underestimates the reliability of an operational defi­
nition in all cases where there is some possibility for actual insta­
bility, too. Methods for estimating stability and reliability 
separately have been devised for certain situations with more 
than two time-points of measurement (Heise, 1969; Wiley & 
Wiley, 1970). If there is instability the correlations farthest apart 
in time (1-3) tend to be lowest. 

Estimating the true stability of a variable over time is a valu­
able conceptual by-product of this reliability analysis. A concept 
that does not vary within a group of people across time may be 
an excellent variable for some research purposes, but it would be 
a poor selection as a dependent variable in a study where change 
is hypothesized. 

Internal consistency. Another method of estimating reliability is to 
examine the cross-sectional correlations among several measures 
of the same variable. This is a common reliability test in commu­
nication, where data are gathered in a single administration of a 
study protocol. The assumption is that, to the extent that differ­
ent indicators measure the same thing, they should be positively 
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correlated with one another (see unidimensionality, above). Selec­
tion of these indicators should emerge from one's explication. The 
set of correlations can be averaged to yield an estimate of internal 
consistency such as Cronbach's alpha (Carmines & Zeller, 1979). 

A measure should tap the concept in question, but as little 
else as possible. In survey interviewing especially, though, 
each question-answer exchange contains what we might call 
unique content that is not shared by the other questions, in ad­
dition to the common content that presumably represents the 
concept under study. For example, two questions sometimes 
used to measure political party identification are, "Which 
party do you usually vote for?" and "Which party does the 
most for people like you?" These questions share a lot of com­
mon content, but they are not perfectly correlated because 
some people will vote for the party they think does the best 
job for the country, rather than for them personally, and some 
people vote for candidates as individual personalities rather 
than as an embodiment of party policies. The inter-item corre­
lation is depressed both by random error in tapping the com­
mon content, and by systematic error due to the unique 
content of each item. Internal consistency measures derived 
from inter-item correlations, then, should be thought of as 
lower-limit estimates of reliability, even though they represent 
the average correlation among the items. 

Disattenuation for unreliability is a longstanding method of esti­
mating the "true" value of an empirical correlation (McNemar, 
1962). Disattenuation is the correction of a raw correlation for 
random error, which produces higher estimates of a bivariate 
correlation the lower the estimate of reliability of each measure. 
Just as test-retest reliability tests may underestimate reliability if 
they are affected by true instability, internal consistency reliabil­
ity tests may underestimate reliability if they are affected by 
unique content of items. 

Not all concepts are appropriately measured by highly redun­
dant operational definitions. A researcher's explication may lead 
to the conclusion that several different kinds of events, perhaps 
uncorrelated or even negatively correlated, can represent the 
concept. A "perfect test" would include all these disparate con­
ceptual elements (Selltiz et al., 1964), each tapping an essential, 
but distinct, aspect of the full concept. 

,l 
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For example, there are several different behaviors that could 
represent the concept counterarguing: open disputes with fam­
ily or friends, covert thoughts when confronted by persuasive 
media messages, and so on. A clear explication helps give the 
scholar confidence in using multiple measures even if these 
are not correlated. Counterarguing, let us say, means both that 
someone attempts to persuade a person of something, and that 
the person in turn expresses a contradictory view. Now in 
day-to-day life, these events are negatively correlated; people 
in conversation tend to express agreement. But a researcher try­
ing to identify natural occurrences of counterarguing should 
nevertheless include both these necessary criteria in an opera­
tional definition. 

Inter-item correlations should not be interpreted mechani­
cally in evaluating a measure. They can be useful, but only in 
the service of thinking through reliability in relation to other 
aspects of operationalization. Explication is the basis for such 
thinking. 

Reliability across measures. It is possible for a number of dispa­
rate indicators of rather low reliability to produce results that 
are nevertheless of high reliability. This is a general advantage 
of multiple indicators. The researcher may combine many error­
ridden items into a single index, or conduct a series of studies 
testing the same proposition with very different kinds of rough 
indicators. 

An example of multi-indicator reliability is a political advertis­
ing study by Rothschild (1975). He wanted to compare a series of 
political issues in terms of their "involvedness," a concept for 
which he had no direct measure. He tried seven rough indica­
tors, including newspaper coverage, expert ratings, the percent­
age "undecided" in opinion polls, and his own ratings of poll 
press releases. He found that classifications of the issues by these 
different indicators, none of them of obviously high validity for 
his purpose, agreed 80% of the time. His conclusion was not a 
technical claim such as, "Inter-item reliability was .80," but 
rather the working presumption that "data from several weak 
sources was combined to make stronger determinations." That 
is, by aligning several rough indicators he arrived at a classifica­
tion in which he could place considerable research confidence. 
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How reliable? A frequent question about reliability is how high is 
high enough? Perfect reliability, which is to say zero random 
error in operational definitions, is never attained when we are 
dealing with human communication behavior. But fairly high re­
liability is especially needed if we are going to evaluate a mea­
sure in terms of variance accounted for, or in a measure that is 
going to be used to classify people for important purposes. For 
example, intelligence testing, by which students are denied ad­
mission to a school or assigned to "fast" versus "slow" academic 
tracks, demands extremely reliable measurement because the 
cost of any error could be very high. 

If our sample size is large, so that even small correlations 
should be interpreted as significant-and if we are willing to 
take seriously a very small correlation-we may be satisfied 
with somewhat less reliable measures. Looking at it the other 
way, when we know we are using unreliable variables (e.g., 
single-item indicators) it makes sense to take seriously any 
correlation coefficient that reaches statistical significance. This 
typically occurs at an early stage in data analysis, when we are 
selecting variables for retention in a model or for incorporation 
into an index. 

Rules of thumb are useful, although not always very sensible. 
Some writers equate quantitative estimates with evaluations of 
reliability coefficients, such as .90 = "excellent," .80 = "good," .70 
= "satisfactory." These are quite arbitrary, reflecting in part a 
slavish adherence to the decimal system. High reliability coeffi­
cients are easier to achieve with certain kinds of variables, such 
as content coding, measures based on highly similar items, and 
highly stable concepts. 

Less stringently, we may test the statistical significance of a re­
liability coefficient. This is not really the way to look at reliabil­
ity, though, because a significance test merely tells us whether a 
measure is better than nothing. That is not enough to ask of most 
operational definitions. What we really want is an estimate of the 
amount of random error variance in a measure, relative to sys­
tematic variance that represents the concept, and nothing else. 
The researcher should always be making that estimate, and 
should never be fully satisfied until it has been reduced to as low 
a value as appears feasible. 

I 
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Validation 

lt is impossible to list sufficient criteria for validity; the search 
for validation continues throughout a program of research. As 
with reliability, several methods of validation are distinguished, 
but they are all in the service of one overall judgment. 

Face validation. Explication leads to operational definitions that 
manifestly appear to represent the concept as defined. Some con­
cepts are very close to the operational level (e.g., newspaper 
reading), while others may be much more abstract and removed 
(e.g., involvedness). The closer the meaning to the operational 
definition, the more readily we can accept a claim that a particu­
lar measure is "valid on its face." Abstract and operational defi­
nitions can converge too much, though; if they were identical 
there would be no concept other than the operational definition. 
At most, face validation is only a first-order assessment and may 
be superseded by better evidence. 

Univariate description. Often the empirical properties of a opera­
tional definition provide evidence on its validity. For example, if 
we produce a lot of missing data (e.g., people can't answer the 
questions), or have difficulty classifying pieces of evidence ac­
cording to the coding scheme, the measure is probably faulty at 
least in an operational sense. These problems also hint at low va­
lidity at the conceptual level, which means that we need to go 
back and clarify both the concept and the kinds of evidence we 
think instantiate it. 

Even if we generate a good deal of non-zero and non-equivo­
cal data, the distribution of cases can shed further light regard­
ing validity. For example, if we have thought of the concept as 
relatively rare, the observed central tendency of the data should 
be low on the conceptual scale. If most of the cases do not fall 
into the category we expected, something is probably wrong. We 
need to rethink the theory behind the concept, or modify the op­
erational procedures. 

Variation also tells us something. First, the concept should 
produce variance, or there may be little to study. I once had the 
embarrassing experience of asking a sample of nonvoters if their 
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failure to vote had been some sort of protest; not one respondent 
said it had, so the item was useless for exploring this factor in 
abstentions. A measure may also produce too much variance, 
more than we think appropriate for the concept, or the wrong 
kind of variance. If, for example, we think of the concept as nor­
mally distributed, but the empirical distribution turns out to be 
U-shaped, something may be amiss and we should evaluate the 
measure for validity in other respects. 

Bivariate correlates. Usually the concept explication produces 
more than one acceptable operational definition, and the re­
searcher should examine the correlations between them. Depend­
ing on the research context, this may be viewed as pragmatic, 
predictive, or concurrent validation. 

An example of the use of bivariate correlations in validation 
comes from a series of studies on children's viewing of violent TV 
programs. Chaffee (1972) compared answers to the question, "What 
are your favorite programs?" with measures of "How often do you 
watch?" several dozen prime-time TV series. The correlation was 
not very high, casting doubt on the validity of at least one of the 
measures. In a parallel survey, these children's mothers were also 
asked to list their child's "favorite programs." This measure turned 
out to be correlated mostly with the viewing frequency data from 
the child, not with the latter's own list of "favorite programs." 
Clearly, these three kinds of questions were not measuring the 
same attribute of the child's viewing, and the problem was not one 
of mere inter-item reliability. All three indicators were retained in 
the analysis for later use, recognizing that they might relate to other 
concepts in different ways. Correlates need not necessarily repre­
sent the same concept to be useful in validation procedures. For ex­
ample, education is well established (or should be, in the literature 
review) as a correlate of some communication behaviors. Well-edu­
cated people are more likely, for example, to attempt to influence 
others, to discuss public affairs, to seek information, to read news­
papers, and to adopt technological innovations. Measures of any of 
these concepts, then, should be correlated with education, a vari­
able that is routinely measured in most studies. 

Construct validation. Ultimately, a researcher asks not just that an 
operational definition work in a pragmatic sense, but that it 
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work within an overall theoretical structure, the way the theory 
predicts. This might be called theoretical validity. Not only are the 
concept's explicated meaning and operationalization evaluated 
by research testing their relationship, their validity is also en­
hanced to the extent that they enter into other theoretical rela­
tionships that are validated in a larger program of research. 
Construct validity is the rather demanding term that describes 
this more extensive, programmatic validation. 

In the studies of violence viewing, for example, measures 
based on the "favorite program" self-report question almost 
never correlate with aggressive behavior measures, whereas 
indices built from children's reports of the frequency of actual 
watching of all available programs are good predictors of ag­
gressiveness (Chaffee, 1972). When the theory at stake is 
whether viewing TV violence causes aggressiveness, the fre­
quency measure seems more valid than the "favorite pro­
gram" approach. In another research context, though, such as 
a study of enjoyment or motives for viewing violent shows, 
the "favorite program" method might be considered more 
valid on its face. 

Construct validation arises well along in a program of research 
on a concept, in relation to other concepts. Even a question­
able operational definition may, if it enters into a theoretical 
structure as it should, be considered valid to some extent; a 
highly reliable measure that nonetheless produces failed hy­
potheses might not. 

Successful validation is far from the end of our efforts. Even 
though an operation "works" we still may have work to do. For 
example, McLeod and Chaffee (1972) developed two indices of 
parent-child communication patterns that consistently predict a 
wide variety of indicators of adolescent socialization to mass 
media. These variables survived many tests of hypotheses pre­
dicting communication effects in the home, but they did not cor­
relate negatively with one another as the authors had theorized. 
Construct validity is lacking to the extent that the relationship be­
tween the two concepts is not explained theoretically. In this case, 
the authors reconceptualized family communication patterns as a 
typology based on two independent dimensions of variation. 

Lack of overall construct validation-even when each focal vari­
able by itself seems to work as it should-leaves the researcher in a 



62 

theoretical quandary. He/she faces the task of ascertaining either 
what the "successful" operationalization of the concepts contains 
or lacks, or how the concept or the theory should be changed. 
Construct validation refers to consistency throughout the theo­
retical structure, conceptual and operational, including the link­
ing explications. This pursuit may send the researcher back to 
even the earliest stages of explication. 

Summary 

Univariate research is the end of this discussion of concept ex­
plication, but it is of course not the end of explication itself. T~e 
process is cyclical, working back from these stages to earher 
ones, as illustrated in Figure 1.1. Univariate research also looks 
ahead, to bivariate and multivariate studies such as cause-effect 
analyses. There is a tendency among researchers to hurry past it, 
to get immediately to these more complex projects. But concepts 
are the links in a theoretical chain, which can be no stronger. 
Without careful development of those concepts, and thorough at­
tention to each of them in univariate research, the researcher 
runs a heightened risk of spending immense time and effort on 
studies that will amount to very little gain in understanding of 
human communication. 

11. An Example: Age as a Concept 

The value of concept explication lies in its use, not as a set of pre­
scriptions but as a series of questions to be considered through­
out the research. This final section gives a brief conceptual 
treatment to age, a variable that is in, but not of, communication 
research. (While age is not a communication concept itself, focus­
ing on it here underscores the contention that explication is 
needed wherever we have operational "definitions" that are not 
tied to conceptual definitions.) Not all the issues raised in this 
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book are relevant to the use of age as a variable in research, but a 
surprising number are. This section is illustrative. An explication 
need not be lengthy; its purpose is to help us in other, more ex­
tensive, scholarly efforts. If so seemingly simple a measure as 
age raises significant conceptual questions, this should serve to 
make the point that more abstract concepts need our thoughtful 
conceptualization even more. 

Age is used as a variable in empirical analyses about as often 
as is any concept of communication, although it is rarely thought 
worthy of conceptualization. Age is often entered into causal 
models (e.g., multiple regression analyses) on a footing equal to 
conceptualized variables, and in literature reviews it is often 
used for classification (as an operational contingency). For exam­
ple, in reviewing the literature on mass media effects for the An­
nual Review of Psychology, Roberts and Bachen (1981) divided all 
studies into two groups: effects on children and effects on adults. 
Age is also one of the standard demographic variables that are 
controlled statistically when statements are offered about com­
munication phenomena. But what is it as a concept? 

Primitive terms. To speak of age we need to accept the existence of 
the person, and of time. This enables us to make such common 
observations regarding age as "Chuck is 29" or "He's not getting 
any younger." Preliminary questions of validity rarely arise, un­
less we suspect someone of lying about his age, as in, "Jack 
Benny says he is 39." Questions of reliability are not much 
thought about; age is on its face among the most precise facts to 
be known about a person. 

Preliminary definition. The common language meaning of age might 
be paraphrased as "the time span between a person's day of birth 
and his/her most recent birthday." The unit of observation is the in­
dividual; the concept varies across persons at any time, and for a 
single individual across time (at a constant rate of increase). In re­
search the concept is either used as a self-defining quantity, or as a 
basis for verbal characterization of persons such as "the young" or 
"middle-aged." These are fuzzily defined categories, referring to 
several attributes at once; their boundaries in exact terms of years 
are arguable and differ with differing purposes. But are such age­
related terms in common-language use seriously problematic? 
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Literature search. Even a cursory examination of age in communi­
cation research (Chaffee & Wilson, 1975) turns up a good deal of 
additional employment. Other variables are said to be correlates 
of age, or "a function of age." These functions are usually as­
sumed to be linear, which means that any increase in age locates 
a corresponding increase in the other variable. This linear model 
of age flies in the face of other views-some more literary than 
scientific perhaps, but nonetheless face-valid too-stressing the 
curvilinear functions of age. Shakespeare wrote (As You Like It, 
Act II, scene vii) of "seven ages," and was neither the first nor 
the last to point out similarities between the "mewling and puk­
ing" infant and the aged man "sans everything." 

While newspapers, for example, usually give people's ages in 
terms of one-year increments, communication researchers are 
much less precise. Often they group ages in two or three catego­
ries or at best in 10-year blocks. The decimal system, an arbitrary 
convention, is more related to the number of fingers on our 
hands than to the number of time units between significant 
changes in our lives. 

Where age is central to one's theory, it is given more thought­
ful treatment. Piagetian scholars (e.g., Ward, Wackman, & 
Wartella, 1977) distinguish between children's information pro­
cessing capacities at the preoperational, concrete operations, and 
formal operations stages of development; the child's chronologi­
cal age is only a rough locator for these concepts. 

What, in terms of various communication behaviors and 
skills, are the significant ages in life? Such a list might include 
the age of speech (about 2), of reading and writing (about 6), 
of formal operations (about 11), of regular reading of newspa­
pers {12-15), of peer sharing of music {12-14), of magazine sub­
scription (mid-20s) and so forth. Chaffee and Wilson (1975) 
found that transitions in several adult media-use habits occur 
in approximately 8-year segments. An abrupt increase in read­
ing takes place at 65, the standard age for retirement, and after 
about age 73 Americans become highly dependent upon tele­
vision (see also Graney, 1975). What is notable here is that few 
of these boundary ages happen to end in zero. That is, the de­
cade interval is not particularly useful for relating age to com­
munication. It is purely conventional and its standard use as a 
metric may well produce error. 
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For some purposes the impact of increasing age decreases with 
age, so that a log transformation of the raw number of years is 
the most suitable formal operation. For example, aging up to 40 
years produces a considerably greater increase in newspaper 
readership than does further aging (Chaffee & Choe, 1981). The 
scale for log(age) is a better representation of the function of age 
for this predictive purpose than is the equal-interval scale of raw 
age in years. In child development, too, the effect of one year's 
growth is not as much during high school as it is in the pre­
school years. 

Empirical description. The expected distribution of age in a gen­
eral population is no secret; it is skewed to the right, with many 
more young than old people. In special populations, however, 
other distributions are possible. In a school student body, for in­
stance, it should be approximately rectangular. Rarely do we find 
a normal distribution of age, and it is important in statistical 
analysis to know how a variable deviates from normality. 

Descriptive statistics on age are sometimes of interest. If the 
mean and median are quite different, for example, the distribu­
tion is skewed. Some cities are much younger, on the average, 
than others, and some societies have much greater age variance 
than others. The role age is expected to play in a theory about 
communication can be affected by these differences. 

Nominal definitions. Age has common noun, verb, and adjectival 
usages, each potentially a different concept. Noun usages are 
found among historians ("The Age of Reason"), child-care spe­
cialists ("He's going through the Terrible Twos"), and just about 
everyone else for that matter. Adjectival usages imply variability 
across persons and need to be kept conceptually distinct from 
verb usages, which imply variability across time for the same 
person. There is a difference between saying, "Older people are 
more conservative," and "As people age, they become more con­
servative." The first is a correlational statement about group dif­
ferences but not necessarily about change. The second is more 
causal (i.e., more like a theory) and therefore more demanding in 
terms of evidence. The difference in character between the two 
statements is perhaps easier to comprehend when thinking about 
voters. Older people currently vote more conservatively than 
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younger people. But does each person, as an individual, becom: 
more conservative as they all age? That is a much more compli­
cated question. 

The basic problem is that age is confounded with temporal ~e­
quence concepts of all kinds, both personal (development ~r hfe 
cycle) and historical. Neither life cycle development nor history 
follows a simple monotonic path. Age is not "mere time'' be­
cause time is rarely "mere"; things happen. 

Historical period and cohort usages of age are common too .. In 
recent years much has been written about Baby Boomers, defin­
ing a group of people by an age, the years in which ~hey ';ere 
born and reared rather than their current age at any given time. 
From the end of World War II until the mass dissemination of 
birth control pills (c. 1962) the birth rate in the United States was 
much higher than in the previous era (the Great Depression and 
World War II), or than subsequently. This Baby Boom is an age 
only in a loose historical aggregate sense. Althou~h those ?abies 
are aging, as an age they will be Baby Boomers un~ they die, and 
even after. The more nominal definitions we consider, the more 
problems they raise. Let us take a closer look at what they mean. 

Meaning analysis. We have discussed at least four wholly distinct 
concepts for which the word age is used. One is the time span of 
a person's life to date, in completed years. A second is the verb, 
to age, meaning to grow older. The third and fourth are the con­
cepts of an era, and of a cohort. 

Baby Boomers is an example of a cohort, a term drawn from 
military operations. In infantry, a military cohort is a row of sol­
diers who move forward together, perhaps 100 or more abreast, 
into the fight. Each successive cohort has a different experience 
of the fray. The first cohort must be exceedingly brave, and few 
will live to see the result of their valor. Later cohorts may see the 
tide of battle turn for or against them, but only the later cohorts 
experience victory or defeat. Analogously, an age cohort marches 
forward together, through the larger society, from birth to the 
age of awareness, and on. This common experience, unique to 
each cohort, shapes its peculiar communication habits along 
with other features of its social behavior. 

The Baby Boom itself, roughly the years 1945-1962, was an era. 
As an example closer to communication concerns, consider the 
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phrase The Age of Television. Bogart (1958) used this title to call 
attention to a new era, one in which we still find ourselves. But as a 
pun one might also let "the age of television" refer to a cohort (as­
suming that people who have grown up with TV are different from 
those who have not); to a chronological age (television is at least 50 
years old); or to the fact that the TV industry is an aging one, 
changing quite a bit from what it was in the 1950s. 

There are other meanings associated with age that relate to 
communication too. For example, we often speak of "the age dif­
ference" when talking about the relation between two people. 
Married couples, whatever their exact ages, tend to be quite cog­
nizant of differences of more than a year or two between hus­
band and wife. Age differences are also important to parents in 
raising their children; some couples space their children well 
apart in years, but others don't consider a big age difference de­
sirable-at any age-for the kids. This relational concept of age 
may have important theoretical implications. For instance, a cou­
ple may have difficulty communicating because of the age differ­
ence. Another relation of potential importance is birth order. In a 
family, the younger child may develop exceptional speech skills 
to compensate for the physical disadvantage of competing with a 
bigger, stronger sibling. Schachter (1959) discovered that first­
born and only children behaved differently from later-borns in 
experiments on affiliation in social settings. 

Stripping away the particulars, the meanings of age include 
references to the number of years that have passed since one's 
birth, the process of changing as one grows older, a historical 
era, one's cohort, and a comparison relative to other people. This 
is in no way an exhaustive list of meanings, but it is sufficient to 
illustrate the need for some explication. 

Empirical definition. Depending upon our research needs, the 
study of age in relation to communication may require a number 
of different observations besides the answer to the question, 
"How old are you?" The research context must be made clear. To 
study social esteem and deference associated with age, for ii:­
stance, requires some understanding of cultural values. Age is 
venerated in a Confucian society, but scorned in some youth­
oriented contexts. To evaluate a cohort effect we need to know a 
good deal about the cultural conditions that obtained during a 
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person's formative years in the particular society where the per­
son lived. To be a Baby Boomer in Butte, say, may not imply be­
coming a child of the '60s, as it might in Berkeley. To age from 5 
to 10 is not the same as aging from 45 to 50, and to have tra­
versed the years 1940 to 1945 is not equivalent to living through 
the period of 1955 to 1960. To be the younger sister during junior 
high school is very different from holding that same relative 
status 20 or 40 years later. Empirical study of age is also a study 
of contexts, in which age has different meanings. 

The minimum required observation poses no deep problem. Ev­
eryone who exists can be presumed to have an age, and verbal tools 
to describe it accurately. The difficulty is that each of us has several 
ages, or an age in each of a number of senses. Our age refers simul­
taneously to the time since birth, the cohort that accompanied us, 
the historical sequence that we alone passed through, the set of age­
relations between ourselves and others in our families (our "rela­
tions"), and so forth. The sufficient criteria for observing these 
various ages need to be specified separately for each study. 

Aging, a slightly different concept, includes one notable neces­
sity: that the person be alive. Upon death, aging ceases, and age 
in the sense of time-since-birth becomes frozen; Elvis Presley is 
forever 42, tops. Some concepts of age, such as birth-order or co­
hort, do not change prior to death, nor after. The concept of 
death itself could also be used as an alternative zero-point in 
place of birth. That is, we could define one's "years of life left" as 
the functional meaning of age, rather than the more conventional 
"years of life since birth." In a career, people often count-down 
their years remaining until retirement. 

Mathematical operations on age data are no straightforward 
matter either. Suppose a group of people, such as a college class 
or a dinner party, are asked to write down their ages. How 
should the mean age, to take a conventional statistical indicator, 
be calculated? If you add up the ages and divide by the number 
of persons in the room, you will get a figure that is approxi­
mately 6 months short of the exact value--because each person 
will normally report his/her age as of the last birthday, which is 
on the average 6 months in the past. 

This simple example leads to consideration of the metric. 
Should we express our ages to the nearest half-year? The nearest 
month? Day? Hour? Minute? Each of these has its serious uses, 
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the finer categories being employed mainly near the moment of 
birth or death. All are arbitrary; we age continuously, not in 
graded units. 

Next, consider scaling. A researcher's cohort, although based 
on ordinal history, is usually used as a nominal scale. But for 
most purposes age is at least an ordinal scale. Is it an equal interval 
scale? It certainly looks like one, and we customarily treat it that 
way mathematically. But is, say, the difference between the ages 
of 2 and 10 equal to the difference in ages between 22 and 30, 
and between 62 and 70? Calculations such as the arithmetic 
mean assume equal-interval scaling, which means they treat 
these age spans as equivalent. This may work no mischief in 
many instances, but it is advisable for a researcher to bear in 
mind these equal-interval assumptions throughout the entire range 
of ages every time such calculations are made. 

Because age is reported directly in raw numbers that seem on 
their face to have a zero point, it is common also to treat it as a 
ratio scale. Even leaving aside the question of whether we 
should begin counting age at conception rather than at birth, this 
can introduce problems. Is age 4 "twice" age 2 in the same sense 
that age 40 is "twice" age 20, or that 60 is "four times" 15? Each 
of those statements is based on the assumption that age is a ratio 
scale. Now there may be some situations in which each of these 
statements makes perfectly good sense, as might be the case 
when an economist is trying to estimate aggregate food con­
sumption of a population over a considerable period of time. But 
we might find it hard to defend the statement that a 28-year-old 
man marrying a 14-year-old woman is "twice her age," espe­
cially considering that soon this ratio will no longer hold. 

We would not need to delve deeply into the literature on age 
to note that there are certain natural "fulcrum" ages around 
which numbers could be calculated as deviations-no matter 
what the mean of a particular data aggregate. For example, age 
21 has important legal and social meanings; so do 18, 65, and 
some other ages. The life cycle is divided into nonequivalent in­
tervals. Infancy is a discrete period, childhood another, followed 
by adolescence, adulthood, middle age, retirement, and so on. 
Each of these is a concept, not just another age, and requires sepa­
rate explication of its boundaries and its uses in empirical research. 
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Phases of physical and social change mark the life cycle and 
bring changes in communication habits. Time spent watching 
television, for instance, increases steadily throughout childhood; 
during puberty it begins to decline; and by late adolescence it 
represents a relatively minor expenditure of a person's time. In 
adulthood it tends to rise again (Comstock, Chaffee, Katzman, 
McCombs, & Roberts, 1978). 

Evaluative review. Although these thoughts are far from the total 
picture that a thorough explication of "age as a concept in com­
munication" could bring to light, let us stop and review the defi­
nition according to the criteria set forth above. 

The degree of specificity in measurement varies depending 
upon how we intend to use age in our research. Years, or de­
cades, or even the gross dichotomy "under 40" versus "over 40" 
may suffice in some studies. In other studies, especially of young 
children, more precise specification of age may be needed. 

Reification is not so much of a problem (certainly everyone 
has, in at least one sense, an age) as is the matter of mistaking 
a person's age for some other concept. Age is so easily mea­
surable that its various meanings (such as the person's cohort) 
are easy to forget. A correlational researcher might mistakenly 
conclude, for example, that age is unrelated to newspaper 
reading in a broad sample because both young people and old 
people do not read-but for quite different reasons, the young 
as a cohort of nonreaders and the old as a result of physical 
decrepitude. 

Consistency of usage is a greater problem than we might at 
first think when confronted with the everyday word age. A 
person's numerical age is a different matter from the particular 
effects of growing up or growing old, and related concepts such 
as birth order and historical cohort need to be disentangled 
when speaking of "the effects of age" on communication phe­
nomena. None of these concepts is difficult to understand in it­
self, but the single word is clearly not up to the many tasks to 
which it might be assigned in empirical research. Clarity in 
phrasing propositions will always be required to avoid ambigu­
ity. We should not, for example, use the same terminology to 
refer to "having reached a certain age" and ''being the product of 
another age." 
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Operational definition. Once the conceptual purpose of age in the 
research is specified, many of the operational questions fall into 
line. A few further notes can be useful, though. 

Because age has precise, continuous true values, in the com­
mon sense of time elapsed since birth, it is an excellent variable 
to illustrate the problem of sheer unreliability. Even when every­
one in a study tells the truth about their ages, there is random 
error of measurement. This error is greater the less precise our 
metric; rounding off to the last full year leaves a fair amount of 
error in the data. In a survey of people who are asked their ages, 
there is always a distribution of errors (within the range plus or 
minus 6 months of the exact value). These errors are random be­
cause the extent to which they deviate from the true value 
(minus 6 months) is determined by the day on which they are 
asked their ages; this date is the same for everyone in the group. 
Now one can readily imagine that about one-twelfth of any sam­
ple of persons will be questioned on a date that is within one 
month after their last birthday, and another one-twelfth will 
have a birthday coming in the next month. The sampling distri­
bution of this random error, which is rectangularly distributed, 
is approximately the same across all samples. 

Next, suppose the same sample was remeasured 4 months 
later. The correlation between their ages at the two times would 
be less than perfect, because about one-third of them would have 
aged a year (i.e., they would have celebrated birthdays) while 
the others would not. Since we know that the true correlation of 
their ages over time is perfect-the interval between the ages­
since-birth of any two members of the sample remain exactly the 
same over time-this test-retest correlation provides us with an 
estimate of the reliability of age when it is measured in terms of 
completed whole years of life. If we measured age in months in­
stead of years this correlation would be higher, which illustrates 
why finely graded scales tend to be more reliable than coarse 
scales. 

Similarly, if we asked the same people both "What is your 
age?" and "What year were you born?" the two values would 
not be perfectly correlated, because of unreliability. Because of 
the one-year widths of these estimates, there is random error 
in each; it averages 6 months in each case, but it is a different 
6 months. The correlation should be the same for these two 
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measures, taken at the same time, as it would be for either measure 
alone taken at two different times. This is one variable-perhaps 
the only one-for which test-retest and multiple-indicators reli­
ability estimates will be the same; they will not be attenuated by 
either true instability or unique content. 

Age is in some ways a uniquely simple variable, albeit an am­
biguous word. Most terms of reference used in communication 
research are a good deal more complex and less palpable. This 
final section has not, to be sure, dealt with all the potential con­
ceptual issues that might be involved in a thorough explication 
of age. It should, though, serve to suggest that some explication, 
in the context of the researcher's particular goals, would be a 
valuable component of any communication study in which age is 
a variable. 

12. Conclusion 

Explication is quite different from other forms of definition. Its 
purpose is as much to strip away surplus meaning from a term 
as it is to uncover possible meanings. Whereas a dictionary 
might offer many meanings, each from a different context, the 
goal in explication is to center upon one meaning for the particu­
lar context in which the researcher is working. The research pur­
pose guides conceptual decisions in parallel fashion at each 
stage, from analysis of meaning through empirical definition to 
operational definition. While this book emphasizes the need to 
refer back at each stage, to compare an evolving operational con­
cept with its intended meaning, there is just as much need to 
refer forward so that the researcher is developing a conceptual 
definition that can eventually be worked with operationally. 

All of this is clearly denotative. The opposing term connotative 
has two usages, both eschewed in explication. One is the concept 
of variance in the verbal community, which Skinner (1957) con­
sidered the only operationalizable meaning of connotation. In­
variance of usage is one of the criteria toward which explication 
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works (see Chapter 6). The other, more literary, notion of conno­
tation is that of the many unstated feelings, judgments, and im­
ages a term evokes in us. One purpose of meaning analysis 
(Chapter 5) is to get these elements of a concept out in the open, 
so we can decide which of them we want to include and which 
we do not. A term that carries too much baggage may need to be 
replaced with a less nuanced name for a concept; it is by recog­
nizing these associated meanings that we begin to make such 
decisions knowingly. If a word or phrase produces the same 
emotional reaction in everyone, that should be made part of its 
denotative meaning. Lacking this, the term is ambiguous. After 
working with it for a time the researcher can decide whether to 
express some of these personal meanings as part of the concept, 
or exclude them from the empirical definition. 

Explication is an ongoing component of a research program, 
but it need not at any point be fully represented in a lengthy doc­
ument. Often the explication section of a published research arti­
cle is boiled down to one or just a few paragraphs, in which the 
concept is briefly differentiated from related literature, and its 
connection to the immediate operational definition is specified. 
Because explication tells us what to exclude from a definition, 
much intellectual work may show up as only a few pages of final 
product. Some of the best explications in original research are 
among the shortest. 

A full explication of a concept, on the other hand, laying out 
its various usages and their many operational referents, can be a 
book in itself. The volumes that follow in this series are generally 
of that character, extensive reviews of the meanings, both histori­
cally and in contemporary research contexts, of concepts that 
have proven themselves useful to the communication field. It is 
hoped that readers can make use of these monographs as back­
ground for further explication in their particular studies, and 
that this will strengthen the intellectual cohesion of communica­
tion as an academic discipline. 
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